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Abstract. The study on the usefulness and effectiveness of the
bootstrap method and the Bayesian approach for determining
sound power levels in real-life conditions was conducted using
actual measurement data. The study determined the minimum
sample size required for reliable determination of sound power
level using both statistical methods. The conclusions were based
on the results of non-parametric Kruskal-Wallis and Tukey-
-Kramer statistical tests at a significance level of a = 0.05. The
conducted analysis have shown that in order to obtain reliable
estimates of the sound power level, it is necessary to have at least
a 5-element measurement sample for the bootstrap method and
a 4-element sample for the Bayesian approach. The average bias
of the bootstrap estimator was 0.51 dB, while that of the Bayesian
estimator was 0.75 dB. The analysis revealed significant
statistical differences between the sound power levels determined
using the bootstrap method and Bayesian inference.

Keywords: sound power level; bootstrap method; Bayesian
inference; uncertainty.

he sound power level is a fundamental parameter

used, among other things, for environmental noise

modelling [1], assessing the risk of noise exposure at

workplaces, comparing machinery and equipment [2]
and in building acoustics, where it is used to assess the noise
generated by equipment, technical equipment and installations.
On the basis of knowledge of this parameter, calculations are
also made of the required acoustic insulation of building
partitions in order to reduce the transmission of external noise
into the building and noise between rooms. Knowledge of the
sound power level also allows the selection of appropriate
noise reduction measures and building materials to ensure
acoustic comfort in rooms.

Precise determination of the sound power level is only
possible in an anechoic chamber or an anechoic chamber above
a reflecting plane in accordance with the guidelines in ISO
3745:2012 [3]. The precise method for determining the sound
power level is not possible under in situ conditions. In this case,
the sound power level is usually determined using an
engineering method [4] or survey method [5].

This paper presents the application of non-parametric
statistical methods to determine the sound power level of
sources when using the technical method. For this purpose, the
bootstrap method [6] and Bayesian inference [7] were used,
which allow the approximation of the distribution of a random
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Streszczenie. Badanie przydatnosci i skutecznosci metody boot-
strap oraz wnioskowania bayesowskiego do wyznaczenia poziomu
mocy akustycznej w warunkach rzeczywistych przeprowadzono,
wykorzystujac rzeczywiste dane pomiarowe. Wyznaczono mini-
malny rozmiar proby pomiarowej wymagany do wiarygodnego
okreslenia poziomu mocy akustycznej w przypadku wykorzysta-
nia obu metod statystycznych. Wnioskowanie bazuje na wynikach
nieparametrycznych testow statystycznych Kruskala-Wallisa oraz
Tukeya-Kramera przy poziomie istotnosci a.= 0,05. Przeprowadzo-
ne analizy wykazaty, ze w celu uzyskania wiarygodnych estymat
poziomu mocy akustycznej konieczna jest co najmniej 5-elemen-
towa proba pomiarowa w przypadku metody bootstrap oraz 4-ele-
mentowa w podejéciu bayesowskim. Srednie obciazenie estyma-
tora bootstrap wyniosto 0,51 dB, natomiast estymatora bayesow-
skiego — 0,75 dB. Analiza wykazata, ze poziomy mocy akustycz-
nej wyznaczone za pomoca metody bootstrap i wnioskowania
bayesowskiego istotnie si¢ r6znig statystycznie migdzy soba.
Stowa kluczowe: poziom mocy akustycznej; metoda bootstrap;
wnioskowanie bayesowskie; niepewnos¢.

oziom mocy akustycznej jest podstawowym para-

metrem wykorzystywanym m.in. do modelowania

hatasu srodowiskowego [1], oceny ryzyka naraze-

nia na halas w miejscach pracy, porownywania ma-
szyn i urzadzen [2] oraz w akustyce budowlanej, gdzie stu-
zy do oceny hatasu generowanego przez urzadzenia, wypo-
sazenie techniczne oraz instalacje. Na podstawie znajomo-
$ci tego parametru dokonuje si¢ takze obliczen wymaganej
izolacyjnosci akustycznej przegrod budowlanych w celu
ograniczenia przenikania hatasu zewngtrznego do budynku
oraz hatasu migdzy pomieszczeniami. Znajomos¢ poziomu
mocy akustycznej pozwala rowniez na dobor odpowiednich
$rodkéw redukcji hatasu oraz materialéw budowlanych
w celu zapewnienia komfortu akustycznego w pomieszcze-
niach.

Doktadne wyznaczenie poziomu mocy akustycznej mozli-
we jest jedynie w komorze bezechowej lub w komorze beze-
chowej nad ptaszczyzna odbijajaca dzwigk zgodnie z wytycz-
nymi zawartymi w normie ISO 3745:2012 [3]. Metoda do-
ktadna wyznaczania poziomu mocy akustycznej nie jest moz-
liwa do zastosowania w warunkach in situ. W tym przypad-
ku poziom mocy akustycznej zazwyczaj wyznaczany jest me-
toda techniczna [4] lub orientacyjna [5].

W artykule przedstawiono zastosowanie nieparametrycz-
nych metod statystycznych do wyznaczania poziomu mocy
akustycznej zrodet w przypadku uzycia metody technicznej.
W tym celu wykorzystano metodg bootstrap [6] 1 wnioskowa-
nie bayesowskie [7], co pozwala na aproksymacj¢ rozktadu
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variable without knowing the class of the distribution from
which the sample is drawn, and can be applied even when the
statistical sample size is limited.

Non-parametric statistical methods

Bootstrap method. In its non-parametric form, the
bootstrap method [6] uses a Monte Carlo technique to n times
sample with replacement from the elements of the original
sample (analysed sample) x = (X, X,, ..., X ), where the
probability of obtaining a given xi for each element of the
sample x is the same and is 1/n, where n is the size of the
original random sample [6].

For each bootstrap sample, the probability distribution
parameter of the random variable X is estimated in the same
way as for the original sample, and all bootstrap estimates of
this parameter are then used to reconstruct the distribution of
the estimator of the unknown parameter.

Each bootstrap sample x* = (x* , x*, ..., x* ) consists of the
same number of observations as the parent sample and is used
to estimate the value of the unknown parameter 6. The
parameter 0 can represent any moment of the distribution of
the random variable X, or any other quantity describing the
statistical characteristics of the random variable X.

According to the assumptions of the bootstrap method, the
distribution of the estimator 0 can be approximated by the
bootstrap estimator distribution 6 at fixed realisation values
of the random variable X. The standard deviation, which is a
measure of the variability of the estimator 6, can be estimated
using the standard error of the bootstrap estimator §* defined
as [7]:

M

where:
B — number of bootstrap samples;

g, — is the bootstrap estimate of the parameter .

When the Monte Carlo method is used to estimate the
bootstrap distribution of the parameter 6, the mean value of the
é’i, 05, ..., 0y values, which are the values of the variable 6
obtained by generating the bootstrap sample values B times,
is taken as the estimate of this parameter [7]. Thus, the estimate
of the parameter 6 is given by [7]:
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Furthermore, the bootstrap bias estimator is defined as
follows [7]:
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gdzie:

9; — the bootstrap estimate of the parameter 0,

0 — the estimate of the parameter 0.

The value of the estimate 0 can be determined either from
the original sample (analysed sample) or from the population
from which that sample was sampled (analysed sample) [7].

zmiennej losowej bez znajomosci klasy rozktadu, z ktorej po-
chodzi proba, oraz moga by¢ stosowane nawet w przypadku
ograniczonego rozmiaru proby statystyczne;.

Nieparametryczne metody statystyczne

Metoda bootstrap [6] w formie nieparametrycznej wyko-
rzystuje technik¢ Monte Carlo do n-krotnego losowania ze
zwracaniem elementow oryginalnej proby (analizowanej pro-
by) x = (X, X,, ..., X,), przy czym prawdopodobienstwo uzy-
skania danego x, dla wszystkich elementow proby x jest takie
samo i wynosi 1/n, gdzie n jest wymiarem oryginalnej proby
losowej [6].

W przypadku kazdej proby bootstrap estymowany jest pa-
rametr rozkladu prawdopodobienstwa zmiennej loso-
wej X w taki sam sposob, jak dla oryginalnej proby, a wszyst-
kie estymaty bootstrap tego parametru stuza do zrekonstru-
owania rozktadu estymatora nieznanego parametru.

Kazda proba typu bootstrap x* = (x* , x*,, ..., x* ) sktada sig
z takiej samej liczby obserwacji jak proba macierzysta i jest
wykorzystana do oceny warto$ci nieznanego parametru 6. Pa-
rametr 6 moze by¢ dowolnym momentem rozktadu zmienne;j lo-
sowej X lub inng wielko$cia opisujaca statystyczne cechy zmien-
nej losowej X.

Zgodnie z zalozeniami metody bootstrap, rozklad esty-
matora O moze by¢ aproksymowany przy ustalonych warto-
Sciach realizacji zmiennej losowej X, rozktadem estymato-
ra bootstrap 6*. Odchylenie standardowe, bedace miara
zmiennosci estymatora 6, moze byé oszacowane za pomoca
bledu standardowego estymatora bootstrap 6™ zdefiniowane-
go jako [7]:

M

gdzie:
B — liczba prob typu bootstrap;
05— estymata bootstrap parametru 0.

W przypadku zastosowania metody Monte Carlo do szacowa-
nia rozktadu bootstrap parametru 6, za oszacowanie tego para-
metru przyjmuje si¢ warto$¢ srednia z wartosci 0 05, ..., 0 be-
dacych warto$ciami zmiennej @) uzyskanymi w wyniku B-
-krotnego generowania warto$ci proby bootstrap [7]. Tak wige
oszacowanie parametru 6 przyjmuje warto$¢ [7]:

i
b=1

6, =

.
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Ponadto, estymata obciazenia typu bootstrap B*B estymato-
ra jest definiowana jako [7]:

b,=0,-6 3)
gdzie:

05 — estymata bootstrap parametru 0;

0 - estymata parametru 6.

Warto$¢ estymaty O moze zostaé wyznaczona na podstawie
oryginalnej proby (analizowanej proby) lub populacji, z kto-
rej pochodzi oryginalna proba (analizowana proba) [7].
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Bayesian inference. The essence of Bayesian estimation is
the application of Bayes' theorem, extended to probability
distributions of the form [8]:

__p(x[o)p(9)
P(e‘x)— jp(X‘e)p(a)da (4)

where:

p(0]x) — the posterior distribution of the parameter 0;
p(x]6) — the sampling distribution of the parameter 0;
p(0) — the prior distribution of the parameter 0;

Q- parameters space.

Bayesian inference requires numerical methods to be used.
In the research discussed here, the primary tool used to generate
realisations from posterior distributions was the random walk
Metropolis-Hastings method [9].

The random walk Metropolis-Hastings algorithm generates
a Markov chain. The Bayesian estimate of the parameter 0 is
the expected value of the generated Markov chain, as
determined by equation [9]:

gBAY :E[p(a‘x)}:ﬁ':siﬂeimv (5)

where:

04 — elements of the Markov chain derived from the posterior distribution;
N — number of the Markov chain elements;

S — number of the initial Markov chain elements.

From the generated Markov chain, the standard error of
the Bayesian estimator can also be determined from equation

[9]:

P 1 ﬁ: (epAv _ gBAY )Z
OAN-s ST (6)

The bias estimate of the Bayesian estimator is given by the
value of

by =00 @)
where:

0B — the Bayesian estimate of the parameter 0;
b

— the estimate of the parameter 0.

Research material

The suitability and effectiveness of the bootstrap method
and Bayesian inference for determining the sound power
level of sound sources in situ conditions were tested using real
measurement data. The data used to demonstrate the proposed
methods and perform the analyses comprised A-weighted
sound pressure levels recorded around a reference sound
source, B&K 4205. The sound power level of this sound
source was determined using the engineering method [4].
The measurements were taken using the SVAN 959 sound
level meter fitted with an SV preamplifier and a Y2-inch free-
field microphone GRAS 40AN. The A-weighted sound
pressure levels recorded at each measurement point were
corrected for background noise (Figure 1). The sound power
level of the tested source was determined based on the data
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Whioskowanie bayesowskie. Istota estymacji bayesow-
skiej jest zastosowanie twierdzenia Bayesa rozszerzonego
na rozktady prawdopodobienstwa w postaci [8]:

__p(x[e)p(e)
M= ooty a0 @

gdzie:

p(0]x) — rozktad a posteriori parametru 0;
p(x]0) — rozktad prébkowy parametru 6;
p(0) — rozktad a priori parametru 0;

Q — przestrzen parametrow.

Whnioskowanie bayesowskie wymaga stosowania metod nume-
rycznych. W omawianych badaniach jako podstawowe narzgdzie
do generowania realizacji z rozktadow a posteriori wykorzysta-
no metodg bladzenia przypadkowego Metropolisa-Hastingsa [9].

Algorytm btadzenia przypadkowego Metropolisa-Hasting-
sa generuje tancuch Markowa. Bayesowska estymata parame-
tru 0 jest wartoscia oczekiwangwygenerowanego tancucha
Markowa, wyznaczong na podstawie rownania [9]:

gBAY :Elip(e‘x)]:ﬁlil@m‘{ (5)

gdzie:

0PAY — elementy fafcucha Markowa pochodzacego z rozktadu a posteriori;
N — liczba elementéw tancucha Markowa;

S — liczba poczatkowych elementow fancucha Markowa.

Na podstawie wygenerowanego tancucha Markowa moz-
na wyznaczy¢ rowniez blad standardowy estymatora
bayesowskiego na podstawie rownania [9]:

§ — 1 i ( BAY _gBAY )2
HOAN-s S (6)

Oszacowanie obciazenia estymatora bayesowskiego przyj-
muje warto$¢
b, =0"—0 (7
gdzie:
@BAY — bayesowska estymata parametru 6;

0— estymata parametru 6.

Materiat badawczy

Badanie przydatnos$ci i efektywnos$ci metody bootstrap
i wnioskowania bayesowskiego do wyznaczania poziomu mo-
cy akustycznej zrodet dzwigku w warunkach in situ przeprowa-
dzono na rzeczywistych danych pomiarowych. Dane wykorzy-
stane do zademonstrowania proponowanych metod oraz wy-
konania analiz stanowily poziomy dzwigku A zarejestrowane
wokot wzorcowego zrodta dzwigku B&K 4205. Poziom mo-
cy akustycznej tego zrodta dzwigku wyznaczono metoda tech-
niczng [4]. Pomiary wykonano miernikiem poziomu dzwig-
ku SVAN 959 wyposazonym w przedwzmacniacz typu SV
oraz '2” mikrofon pola swobodnego GRAS 40 AN. Poziomy
dzwigku A zarejestrowane w kazdym punkcie pomiarowym
zostaty skorygowane o poziom tla akustycznego (rysunek 1).
Na podstawie tak przygotowanych danych wyznaczono po-
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A A-weighted sound pressure level [dB]/
Pomiar dzwigku A [dB]
66
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Fig. 1. The A-weighted sound level recorded at
measuring points around the tested source

Rys. 1. Poziom dzwi¢ku A zarejestrowany w punktach ~ Research site
pomiarowych wokol badanego zZrodta

prepared in this way. These data also constituted a test
population of size K = 20, on the basis of which the sound
power level was determined using the bootstrap method and
Bayesian inference.

Sound pressure measurements were taken at 20
measurement points (photo) in order to determine the sound
power level in accordance with ISO 3744:2010 [4]. The
measurement surface was a hemisphere with a radius of
r = 2 m placed above the asphalt surface. The sound power
level L, was determined based on the recorded A-weighted
sound pressure levels using the engineering method from
equation [4]:

Lyy=L —K,,—K,, + 1010g[%j+€1 +C, [dB] (8)
0
where:
Lp — surface time-averaged A-weighted sound pressure level [dB]
L,=59,5dB;
K, , — the background noise correction [dB];
K,, = 0,1 dB;
K,, — he environmental correction factor [dB]; K,, = 0,0 dB;
P =2nr? — the area of the hemispherical measurement surface [m?];
P = 25,13 m%;
P, =1 m® — the area of the reference surface;
C, — the reference quantity correction; C, =-0,3 dB;
C, — the acoustics radiation impedance correction;

C,=-0,5 dB.

5

The A-weighted sound power level was determined using
equation (8) to give a value of L, = (72.6 +2.4) dB for an
expansion factor of k = 2. The expanded uncertainty was
calculated in accordance with Annex H of ISO 3744 [4].

Simulation experiment

A simulation experiment was conducted to determine the
minimum sample size n required to accurately estimate the
expected value of the sound power level. The biases of the
bootstrap and Bayesian estimators were analysed in relation to
the sound power level determined by the precise method in an
anechoic chamber above a sound-reflecting surface [3]. Non-
parametric statistical tests were performed to check for

Stanowisko badawcze

ziom mocy akustycznej badanego
~ zrédta. Dane te stanowity rowniez ba-
@ | dana populacje o rozmiarze K = 20,
na podstawie ktorej wyznaczono po-
ziom mocy akustycznej, wykorzystu-
jac metodg bootstrap i wnioskowanie
bayesowskie.

Pomiary ci$nienia akustycznego
wykorzystane do wyznaczenia pozio-
mu mocy akustycznej zgodnie z nor-
ma ISO 3744:2010 [4] wykonano
w 20 punktach pomiarowych (foto-
grafia). Powierzchni¢ pomiarowa sta-
nowila polsfera o promieniur =2 m
umieszczona nad powierzchnia asfal-
towa. Na podstawie zarejestrowa-
nych pozioméw dzwigku A wartosé
poziomu mocy akustycznej L, wyznaczono metoda tech-
niczna z rownania [4]:

_ P
2
LWA=Lp—Km—1(2A+1010g(?]+C1+C2 (8)

0

gdzie:

PF’ — powierzchniowy usredniony w czasie poziomu dzwigku A [dB];

L,=59,5dB;

K,, — poprawka uwzgledniajaca hatas tha akustycznego [dB];

K, =0,1 dB;

K,, — poprawka $rodowiskowa; K,, = 0,0 dB;

P_ = 2nr? — pole poisferycznej powierzchni pomiarowej [m?];

P.= 25,13 m%

P, =1 m? — pole powierzchni odniesienia;

C, —poprawka wielkosci odniesienia; C, =-0,3 dB;

1
C, — poprawka impedancji promieniowania; C, = -0,5 dB.

2

Warto$¢ poziomu mocy akustycznej, skorygowanego
charakterystyka czgstotliwo$ciowa A, wyznaczono na pod-
stawie rownania (8), L, = (72,6+2,4) dB, dla wspotczynnika
rozszerzenia k = 2. Niepewno$¢ rozszerzona wyznaczono
zgodnie z Zatacznikiem H normy ISO 3744 [4].

Eksperyment symulacyjny

Eksperyment symulacyjny przeprowadzono w celu wyzna-
czenia minimalnego rozmiaru proby pomiarowej n niezbed-
nego do oszacowania warto$ci oczekiwanej poziomu mocy
akustycznej z wymagang doktadno$cia. Analizie poddano row-
niez obcigzenie estymatorow bootstrap i bayesowskiego w od-
niesieniu do poziomu mocy akustycznej wyznaczonego meto-
da doktadng w komorze bezechowej nad ptaszczyzng odbijaja-
ca dzwigk [3]. W celu sprawdzenia, czy istnieja istotne staty-
stycznie roznice w warto$ciach poziomu mocy akustycznej wy-
znaczonego z wykorzystaniem metody bootstrap i wnioskowa-
nia bayesowskiego w przypadku kazdego rozmiaru proby pomia-
rowej n przeprowadzono nieparametryczne testy statystyczne.

Z badanej populacji wylosowano po tysiac prob o rozmia-
rach n =2, 3, ..., K. Rozmiar proby n symuluje liczbg punk-
tow pomiarowych wykorzystanych do wyznaczenia poziomu
mocy akustycznej. Aby zminimalizowaé wptyw proby loso-
wej na estymaty warto$ci poziomu mocy akustycznej, zarow-
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statistically significant differences in the sound power level
values determined using the bootstrap method and Bayesian
inference for each sample size n.

A thousand samples of sizes n =2, 3, ..., K were taken from
the population under study. The sample size n represents the
number of measurement points used to determine the sound
power level. To minimise the impact of random sampling on
the estimates of the sound power levels in both the bootstrap
method and Bayesian inference, the values of this parameter
were determined based on the same samples taken from the
study population.

The probability distributions were reconstructed based on
the same number of bootstrap replications B = 10,000 for each
sample size n. As a result, 1,000 bootstrap distributions were
obtained — each containing 10,000 elements — for each
measurement sample of size . The expected value of the sound
power level was then determined for each of these bootstrap
distributions. This algorithm produced 1,000-element
probability distributions of the sound power level, which were
then subjected to further statistical analysis.

The posterior distributions were reconstructed using an
equal number of Markov chain elements N = 110,000 for each
sample size n. The first S = 10,000 elements of these were
treated as burn-in cycles and discarded. This resulted in 1,000
posterior distributions, each comprising 100,000 elements for
each original sample size n. Based on these posterior
distributions, Bayesian estimates of the expected value of the
sound power level were determined. Implementing the pre-
sented algorithm resulted in the generation of 1,000-element
probability distributions of the sound power level, which
were then subjected to further statistical analysis.

In this experiment, a uniform distribution in the range from
63.2 dB to 83.2 dB was used as the prior distribution, while
the sampling distribution p (x|0) was determined using a kernel
density estimator [10] based on a sample x of size n taken
from a tested population.

Results and discussion

A non-parametric Kruskal-Wallis test was performed at a
significance level of o = 0.05 to determine whether the sound
power level values obtained from samples of different sizes
n were statistically different. Test probability values of
p=28,75x 10* and p = 2,14 x 10" were obtained for the
bootstrap method and Bayesian inference, respectively. As
these values are much smaller than the assumed significance
level, it is clear that there are statistically significant
differences between the sound power level values.

Next, a Tukey-Kramer post-hoc multiple comparison test
was performed to identify any statistically significant
differences between the groups under comparison at an
assumed significance level of a = 0.05. Figure 2 shows a
graphical presentation of the Tukey-Kramer test results.
Statistically significant differences were found between the
two mean sound power levels at the assumed significance
level when the intervals were disjoint. However, when the
intervals overlap, there are no statistically significant diffe-
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no w metodzie bootstrap, jak i wnioskowaniu bayesowskim,
wartos$ci tego parametru zostaly wyznaczone na podstawie
tych samych prob wylosowanych z badanej populacji.

Rozktady prawdopodobienistwa zostaly zrekonstruowane
na podstawie tej samej liczby replikacji prob typu bootstrap
B = 10000 dla kazdego rozmiaru proby n. W rezultacie otrzy-
mano 1000 rozktadéw bootstrap — kazdy zawierajacy 10000
elementow — w przypadku kazdej proby pomiarowej o rozmia-
rze n. Nastgpnie rozktady te zostaly wykorzystane do wyzna-
czenia warto$ci oczekiwanej poziomu mocy akustycznej
w przypadku kazdego otrzymanego rozktadu bootstrap. W wy-
niku realizacji tego algorytmu, wyznaczono 1000-elementowe
rozktady prawdopodobienstwa poziomu mocy akustycznej, kto-
re nastgpnie poddano dalszej analizie statystycznej.

Rozklady prawdopodobienstwa a posteriori zrekonstru-
owano, wykorzystujac jednakowa liczbg elementow tancu-
cha Markowa N = 110000 dla kazdego rozmiaru proby n,
z ktorych pierwsze S = 10000 elementéw zostato potraktowa-
ne jako cykle spalone i zostaty odrzucone. W ten sposob uzy-
skano 1000 rozktadow a posteriori, z ktorych kazdy miat roz-
miar 100000 elementéw dla kazdego rozmiaru oryginalnej
proby n. Na podstawie wygenerowanych rozktadow a poste-
riori wyznaczono bayesowskie estymaty wartosci oczekiwa-
nej poziomu mocy akustycznej. W wyniku realizacji przed-
stawionego algorytmu otrzymano 1000-elementowe rozktady
prawdopodobienstwa poziomu mocy akustycznej, ktore pod-
dano dalszej analizie statystyczne;j.

W tym eksperymencie jako rozktad a priori wykorzystano
rozktad jednostajny na przedziale 63,2 — 83,2 dB, natomiast
rozktad probkowy p (x|0) zostal wyznaczony na podstawie
wylosowanej proby x o rozmiarze n za pomoca jadrowego es-
tymatora funkcji gesto$ci prawdopodobienstwa [10].

Wyniki i dyskusja

Wykonano nieparametryczny test Kruskala-Wallisa na po-
ziomie istotnos$ci a = 0,05 w celu ustalenia, czy istnieja r6z-
nice istotne statystycznie w wartosciach poziomu mocy aku-
stycznej wyznaczonego na podstawie prob o réznych rozmia-
rach n. Uzyskano wartoéci prawdopodobienstwa testowego
réwne p=8,75x 10%ip=2,14 x 10, odpowiednio dla me-
tody bootstrap i wnioskowania bayesowskiego. Wartosci te sa
duzo mniejsze od przyjetego poziomu istotnosci, co jedno-
znacznie wskazuje, ze istnieja roéznice istotne statystycznie
migdzy warto$ciami poziomu mocy akustyczne;j.

Nastgpnie wykonano test post-hoc porownan wielokrot-
nych Tukeya-Kramera w celu identyfikacji, migdzy ktorymi
grupami wystgpuja roznice istotne statystycznie na przyjg-
tym poziomie istotnosci o = 0,05. Graficzna prezentacja wy-
nikow testu Tukeya-Kramera zostata przedstawiona na rysun-
ku 2. Pomigdzy dwiema porownywanymi ze soba warto$cia-
mi §rednimi poziomu mocy akustycznej istnieja réznice istot-
ne statystyczne na przyjetym poziomie istotnosci, gdy przedzia-
ly sa roztaczne. W przypadku, gdy przedzialy te naktadaja si¢
na siebie, wtedy nie wystgpuja roznice istotne statystycznie po-
migdzy dwiema porownywanymi wartosciami oczekiwanymi
poziomu mocy akustycznej.



rences between the expected
values of the sound power level.
The expected values of the
bootstrap distributions of the
sound power level obtained based
on measurement samples of sizes
n =2, 3 and 4 (marked in red)
differ statistically significantly
from the sound power level
obtained using five measurement
points, while in the case of the
remaining expected sound power
level values (marked in dark grey),
no statistically significant diffe-
rences were found (Figure 2a).
The expected values of the
posterior distributions of the sound
power level, obtained from mea-
surement samples of sizes n = 2
and 3 (marked in red), differ
statistically significantly from the
sound power level obtained from
samples of size n = 4. No statis-
tically significant differences were
found for the remaining values
(marked in dark grey) (Figure 2b).
The statistical analysis showed
that in order to obtain sound
power level values that do not
differ significantly from the value
of this parameter determined
based on the results from 20
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Fig. 2. Results of multiple comparison of the
Tukey-Kramer test for: a) bootstrap method;
b) Bayesian inference
Rys. 2. Wyniki testu porownan wielokrotnych
Tukeya-Kramera w przypadku: a) metody bootstrap;
b) wnioskowania bayesowskiego

Wartosci oczekiwane rozktadow bootstrap
poziomu mocy akustycznej uzyskane na pod-
stawie prob pomiarowych o rozmiarach
n =2, 3, 4 (zaznaczone na czerwono) roznia
sig istotnie statystycznie od wartosci poziomu
mocy akustycznej uzyskanej przy wykorzy-
staniu pigciu punktéw pomiarowych, nato-
miast w przypadku pozostatych wartosci ocze-
kiwanych poziomu mocy akustycznej (zazna-
czone kolorem ciemnoszarym) nie stwierdzo-
no roznic istotnych statystycznie (rysunek 2a).

Wartosci oczekiwane rozktadow a poste-
riori poziomu mocy akustycznej uzyskane
na podstawie prob pomiarowych o rozmia-
rach n =2, 3 (zaznaczone na czerwono) roz-
nia si¢ istotnie statystycznie od wartosci po-
ziomu mocy akustycznej uzyskanej dla prob
o rozmiarze n =4. W przypadku pozostatych
wartosci (zaznaczone kolorem ciemnosza-
rym) nie stwierdzono roznic istotnych staty-
stycznie (rysunek 2b).

Przeprowadzona analiza statystyczna wy-
kazata, ze aby uzyska¢ wartosci poziomu
mocy akustycznej nierdznigce si¢ istotnie
statystycznie od warto$ci tego parametru
wyznaczonej na podstawie wynikow z 20
punktow pomiarowych, minimalny rozmiar
proby pomiarowej powinien wynosi¢ n =15
w przypadku metody bootstrap i n = 4 dla
wnioskowania bayesowskiego.

Przeanalizowano réwniez obciazenie nie-
parametrycznych estymatorow wartosci

measurement points, the
minimum sample size should be n = 5 for the bootstrap
method and n = 4 for Bayesian inference.

The bias of non-parametric estimators of the expected sound
power level was analysed in relation to the sound power level
of the tested source, as determined by the precise method in
an anechoic chamber above a sound-reflecting plane [3]
(Ly,, = 72.0 dB). The bias of the bootstrap estimator ranged
from 0.41 dB (n=4) to 0.58 dB (n=15), with an average value
of 0.51 dB. No dependence of the reduction in the bootstrap
estimator bias on an increase in the measurement sample size
n was found. From the sample size n = 6, the bias value
fluctuated around the mean value with decreasing amplitude
of changes as the measurement sample size increased. The
bias of the Bayesian estimator ranged from 0.35 dB (n = 3)
to 1.27 dB (n = 2), with an average value of 0.75 dB. From
n =9, a decrease in the value of this parameter was observed
as the sample size increased.

The Kruskal-Wallis test was also performed to examine
whether there were any statistically significant differences in
the estimated sound power levels obtained using both non-
parametric statistical methods based on samples of size n. The
probability values (p-values) of the test are shown in the table.

The results of the Kruskal-Wallis test showed that, at the
assumed significance level (a = 0.05), there were no

oczekiwanej poziomu mocy akustycznej
w stosunku do warto$ci poziomu mocy akustycznej badanego
zrédta wyznaczonego metoda doktadng w komorze bezdecho-
wej nad plaszczyzna odbijajaca dzwigk [3] (L, = 72,0 dB).
Warto$¢ obciazenia estymatora bootstrap wynosita od 0,41 dB
(n=4)do 0,58 dB (n=15), natomiast warto$¢ srednia 0,51 dB.
Nie stwierdzono zalezno$ci zmniejszenia warto$ci obciaze-
nia estymatora bootstrap wraz ze zwigkszeniem rozmiaru
proby pomiarowej n. Od rozmiaru proby n = 6 warto$¢ obcia-
zenia oscylowata wokot wartosci Sredniej ze zmniejszajaca
si¢ amplituda zmian wraz ze zwigkszeniem rozmiaru proby
pomiarowej. Warto$¢ obciazenia estymatora bayesowskiego
przyjmowata wartosci od 0,35 dB (n=3) do 1,27 dB (n =2),
natomiast warto$¢ $rednia wyniosta 0,75 dB. Od rozmiaru
proby pomiarowej n = 9 odnotowano zmniejszenie warto$ci
tego parametru wraz ze zwigkszeniem rozmiaru proby.
Wykonano réwniez test Kruskala-Wallisa w celu zbadania,
czy istnieja roznice istotne statystycznie pomigdzy estyma-
tami warto$ci oczekiwanej poziomu mocy akustycznej uzy-
skanymi w przypadku wykorzystania obu nieparametrycz-
nych metod statystycznych na podstawie prob pomiarowych
o rozmiarach n. Wartosci prawdopodobienstwa testowego
(p-value) przeprowadzonego testu zamieszczono w tabeli.
Wyniki przeprowadzonego testu Kruskala-Wallisa (tabela)
wykazaty, ze nie stwierdzono réznic istotnych statystycznie, na
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The probability value (p-value) of the Kruskal-Wallis test
Prawdopodobienstwo testowe (p-value) testu Kruskala-Wallisa

n=2 n=3 n=4 n=>5 n=6
9,29 <10 0,0008 0,0311 0,5677 436+10°

n=12 n=13 n=14 n=15 n=16
5410710 2,51+10% 8,93 101 1,30+ 107 429+101°

statistically significant differences between the sound power
level values obtained using the bootstrap method and Bayesian
inference only for estimates obtained from samples of size
n = 5. For all other sample sizes, however, the differences
between the bootstrap and Bayesian estimates of the sound
power level were statistically significant.

Summary and conclusions

m The study determined the minimum sample size n required
to estimate the expected value of the sound power level using
the bootstrap method and Bayesian inference.

m Statistical analysis showed that the minimum sample size
required for estimating the sound power level is 5 elements for
the bootstrap method and 4 elements for Bayesian inference.

m The bias of non-parametric estimators was also
determined in relation to the sound power level of this source,
determined by the precise method. The average bias of the
bootstrap estimator was 0.51 dB, compared to 0.75 dB for the
Bayesian estimator.

m [t can be concluded that the sound power level values
determined using the presented non-parametric methods differ
significantly statistically for individual sample sizes.

m The results of the research demonstrate that the presented
methods can be used effectively not only to estimate sound
power level, but also to determine other parameters within the
broader field of acoustics.

The research leading to these results has received funding from
the Polish Ministry of Science and Higher Education — project
No. 16.16.130.942.
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n=7 n=8 n=9 n=10 n=11
0,0032 1,55« 107 2,65 10° 43910°* 1,12 107
n=17 n=18 n=19 n=20

3,40+ 10" 3,91+ 10 1,24+ 10! 3,04« 103

przyjetym poziomie istotnosci (o = 0,05), migdzy warto$ciami
poziomu mocy akustycznej wyznaczonymi za pomoca meto-
dy bootstrap i wnioskowania bayesowskiego jedynie dla es-
tymat uzyskanych na podstawie prob o rozmiarze n = 5.
W przypadku pozostatych rozmiaréw prob pomiarowych
réznice migdzy estymatami bootstrap i bayesowskimi pozio-
mu mocy akustycznej roznily sig istotnie statystycznie na za-
tozonym poziomie istotnosci.

Podsumowanie i wnioski

m W badaniach wyznaczono minimalny rozmiar proby po-
miarowej n wymagany do oszacowania warto$ci oczekiwanej
poziomu mocy akustycznej, wykorzystujac metodg¢ bootstrap
i wnioskowanie bayesowskie.

m Analiza statystyczna wykazata, ze minimalny rozmiar pro-
by pomiarowej wymagany do oszacowania warto$ci poziomu
mocy akustycznej powinien wynosi¢ 5 elementow w przypadku
metody bootstrap i 4 elementy — wnioskowania bayesowskiego.

m Wyznaczono rowniez obcigzenie nieparametrycznych es-
tymatoréw w odniesieniu do poziomu mocy akustyczne;j te-
go zrédla wyznaczonego metoda doktadna. Srednie obciaze-
nie estymatora bootstrap wyniosto 0,51 dB, natomiast estyma-
tora bayesowskiego 0,75 dB.

m Mozna wnioskowac¢, ze w przypadku poszczegolnych roz-
miaréw proby pomiarowej wartosci poziomu mocy akustycznej,
wyznaczone przy wykorzystaniu zaprezentowanych nieparame-
trycznych metod roznia si¢ istotnie statystycznie.

m Wyniki badan pokazuja, ze zaprezentowane metody moz-
na skutecznie stosowaé nie tylko do estymacji poziomu mo-
cy akustycznej, ale takze do wyznaczania innych parametréw
w szeroko rozumianej akustyce.

Badania prowadzqce do uzyskania powyzszych wynikow otrzymaty
dofinansowanie ze srodkow Ministerstwa Nauki i Szkolnictwa Wyz-
szego — projekt nr 16.16.130.942.

Artykut wplynat do redakcji: 02.05.2025 r.
Otrzymano poprawiony po recenzjach: 23.06.2025 r.
Opublikowano: 21.08.2025 r.
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